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Learning objectives

By the end of this session, learners should be able to

 Select variables for bivariate analysis

* Analyzing relationships between variables
e The Chi-square test
e Generating cross-tabulations
* The ‘means’ procedure / comparing means
* The ‘correlations’ procedure



Bivariate analysis

Bivariate analysis is the second step in the analysis

* It is an analysis made to test the presence of a relationship between
two variables

* It also could assess the presence of differences between two
variables.

* Answers the question:
* |s there a relationship or difference between the two variables?

* It is the initial step in hypothesis testing



Chi-square test

Chi-square test is based on the
simple idea of comparing the
frequencies you observe in certain
categories to the frequencies you
might expect to get in those
categories by chance.

There are two different forms of the
chi-square test:

* The multidimensional chi-square
test, and

* The goodness of fit chi-square test.

* The multidimensional chi-square:

test assesses whether there is a
relationship between two
categorical variables/test of
independence

This goodness-of-fit test compares
the observed and expected
frequencies in each category to test
whether all categories contain the
same proportion of values or
whether each category contains a
user-specified proportion of values.



Chi-square test

Assumptions

* Two or more unrelated categories in both variables

* Both variables should be categorical (i.e. nominal or ordinal) and
consist of two or more groups

* Groups should be mutually exclusive



Chi-square test

Multidimensional Interpretation-which p-value to take

Sex of the child * Stunting Crosstabulation

|  If the variables are of 2X2 table

format, take the x* under the
continuity correction

4 Femals Ccuzfn-:mal 3D;:29: 9.25092 39:29; «, =
%w?th?nSexn.fthechild G7.6% 32.4% 100.0% L If It IS Of 2X.(>2) ta ke the X2 under the
worts | s | roow | aoe Pearson chi-Square
ol INAg Bt [ * If any cell in the table has <5 expected

count, choose likelihood ratio or
o Fisher’s Ex.

oo |« | emsy [Feme ] ¢ If the independent variable is of
Pearson crsauare [ ateT | ordinal type, choose linear by linear

Continuity Correction® 8117 1 004

Likelihood Ratio 8.647 1 003 associlation.
Fisher's Exact Test .003 .00z

Li -hy-Li

ﬁ!senacriathirunmear 8.511 1 004

M ofValid Cases 10141
m—— — =

a. 0 cells (0.0%) have expected count less than 5. The minimum expected countis 114942
b, Computed only for a 2x2 table




Crosstabulation (contingency table

[DataSet1] - IBM SPSS Statistics Data Editor N " e e e " o ’ ’ e . - ’ "3

Data Transform Analyze Direct Marketing Graphs Utilities Add-ons ﬂindom

o A ree | &0 B o e
. 1 Descriptive Statistics * | [EFrequencies f ?, region
W h at d O e S It d O ? jim Tables » E]Qescnpllves... [Cﬁ 7]
° Compare Means | A ; E
1 o : S Explore | 58 @ Asymptotic only
R v L s e
4 . A ‘ Confidence level: 9
I t S h OWS : Z Mixed Models » Bano | gj§ NS;L:;H:;:::F]'ES ’ Column(s):
. . d ] minutes
® A We a It h Of I nfo r m at I O n O n t h e & Exact method will be.us.ed instead of Monte Carlo -
4 when computational limits allow.
° ° 4 For nonasymptotic methods, cell counts are always
re I at I O n S h I p b etwe e n tWO O r d rounded or truncated in computing the test statistics.
‘ Layer 1 of 1
. ﬁ [Contmue][ Cancel ][ Help ]
more variables
q
. 4 _ Counts z-test
. [¥ Chi- | C lati
¢ N O fo r m u | a I S n e e d e d : e b s [¥ Observed [¥ Compare column proportions
¢ [Nominal Ordinal [ Expected [C] Adjust p-values (Bonferroni method)
. . : [C] Contingency coefficient| | [[] Gamma [] Hide small counts
¢ The Chl_squarEd tESt Often IS | ] Phiand Cramer's V [C] Somers' d
d [l Lambda [J Kendall's tau-b Percentages Residuals
u S e to a CCO m p a ny a [C] Uncertainty coefficient [ Kendall's tauc | | g Row I Unstandardized
[ Column [ Standardized

C ro S Sta b u | a t i O n lt‘J,Oginal B E?kaa [¥ Total [C] Adjusted standardized
[[] Eta [ Ris

| McNemar Moninteger Weights

® Round cell counts  © Round case weights

R © Truncate cell counts © Truncate case weights

© No adjustments

[Continue][ Can-:-:e-l. ][ HeIP ] [Continue][ Cancel ][ Help ]



Crosstabulation (contingency table

Case Processing Summary

Cases
Walid Missing Total
M Percent M Fercent M Fercent
Sex of the child * Stunting 1041 94.7% 58 5.3% 1099 100.0%

Sex of the child * Stunting Crosstabulation

b. Computed only for a 2x2 tahle

¢. Binomial distribution used.

Stunting
Mot stunted stunted Taotal

Sex ofthe child  Female  Count 204 425 629

Expected Count 1831 4459 629.0

% within Sex of the child 324% 67.6% 100.0%

% within Stunting 67.3% 57.6% 60.4%

% of Tatal 19.6% 40.8% 60.4%

Male Count 94 N3 412

Expected Count 119.9 2921 4120

% within Sex of the child 24 0% T6.0% 100.0%

% within Stunting 32.7% 42.4% 39.6%

% of Total 9.5% 30.1% 39.6%
Total Count 303 it 1041

Expected Count 303.0 738.0 1041.0

% within Sex of the child 29.1% 70.9% 100.0%

% within Stunting 100.0% 100.0% 100.0%

% of Total 29.1% 70.9% 100.0%

Chi-Square Tests
Asymp. Sig. Exact Sig. (2- Exact Sig. (1-
Yalue df (2-sided) sided) sided)

Pearson Chi-Square 8.519% 1 .004
Continuity Correction® 8117 1 004
Likelihood Ratio 8.647 1 .003
Fisher's Exact Test 003 .0oz2
:?seoacrist‘jifohmear B.511 ! 004
MeMemar Test ooo®
M of Valid Cases

a. 0 cells (0.0%) have expectad count less than 5. The minimum expected countis 119,82,

Interpretation
* Asymptotic (2-sided); p=0.004

* There is a statistically significant
relationship between gender
and stunting



Correlation analysis

* A correlation analysis tests the
relationship between two

continuous variables in terms of:

 How strong is the relationship?
* |n what direction the relationship
goes?
* The strength of the relationship
is given as a coefficient (r)-
Pearson’s r

e “r” lies between -1 and 1.

Number of variables
e Two or more

Scale of variable(s)
* Continuous (ratio/interval)



Correlation analysis

Positive correlation

Negative correlation

No correlation




Correlation analysis

Assumption Pearson’s correlation

e Continuous variable * Pearson’s correlation is used to
examine associations between
variables (represented by

_ continuous data) by looking at

* No outliers the direction and strength of the

associations

* Linear relationship between the
two variables



Correlation analysis

Analyze > correlate > bivariate ... . Checking outlier

& Bivariate Correlations !
!
Variables: | 18-
& cid g & muach '
&b region & muacf Sootstrap... | | °
datedataco 16.0-
birthdate | .
& agcalcfp | c
& timeFU | E 14,0
&> timeFUmo — . s 8
' "
Correlation Coefficients ! B 1207 o
Q
¥ Pearson [C] Kendall's tau-b [_] Spearman ! é
8
|
Test of Significance ' 10.07 Z
@ Two-tailed © One-tailed °
[ o
8.0
¥ Flag significant correlations ! : : : : :
10.0 105 11.0 11.5 12.0

[ OK ][ FPaste ][ Reset ][Can{:el][ Help ] MUAC measurement in cms

| — “Graphs > Legacy Dialogs > Scatter/Dot...”



Correlation analysis

Correlations
Negative Positive
MUAC MUAC
measurement | measurement -1 1 Perfect
incms incms | -09to-0.7 0.7t00.9 Strong
:ﬂr:::c measurementin Pearson Correlation 1 373 -0.6to-0.4 0.4t00.6 Moderate
Sig. (2-tailed) .000
-0.3to -0.1 0.1t0 0.3 Weak
N 1 092 1099
MUAC measurementin Pearson Correlation 373 1 0 0 Zero
cms Sig. (2-tailed) 000
N 1099 1099
** Correlation is significant atthe 0.01 level (2-tailed).

There were small statistically significant positive
correlations between MUACb and MUACT (r = 0.373;

p < 0.001)
Moderate strength



Compare means



Comparing means

e T-test: One sample
* T-test:
* T-test: paired samples

* One-way ANOVA

* Repeated measures ANOVA

independent samples

. parametric tests

Analyze  Graphs  Utilities Extensions  Window  Help
Reports y B B Al | :
- + |’* )

Descriptive Statistics » ﬁ —‘ _‘LHI \) —
Bayesian Statistics »
Tables »  fa prgtype & read & write & math
Compare Means » | L Means... 40.0(
General Linear Model P I3 One-Sample T Test.. 33.0¢
Generalized Linear Models » ES independent-Samples T Test 48.0(
Mixed Models v ) 41.0(

. \ D Summary Independent-Samples T Test 43.0(
Correlate :

, ¥ Paired-Samples T Test.. 46.0(

Regression »
Loglinear ) One-Way ANOVA. .. 59.0(
N_eural - . [pdemic 39.00 4400 52.0(
- - - ,  Fat 48.00 49.00 52.0(

assi
o on Redud \ neral 47.00 54.00 49.0(
=imension Fecueion | [ademic 3400 46.00 45.0(
Scale -ati 37.00 44.00 450



Test of normality

* Histogram

* Bars should approximate the bell
curve if it is normally distributed

* Doesn’t have to be perfect

* QQ plot

* |n this plot, the normal
distribution is a straight line

* If normally distributed, the points
should cluster around the straight
line

e Should not have ‘tails’

e Statistical test

* Kolmogorov-Smirnov standard
* Shapiro-Wilk for a small sample size

 Sig. column (p-value) interpreted as :
e |[f>0.05, from the normal distribution
* |f<0.05, not from a normal distribution



Tests of normality

= Explore

Dependent List:

Statistics...

& cid a & HAZT =
&5 region & BMIZf =
dgtedatacu Factor List:
birthdate =
& agcalcfp
& timeFU
&5 timeFUmo Label Cases by:
datedataf =N |
#@ Explore: Plots N = . o
Display = — | i’fﬁ Explore: Statistics
Boxplots Descriptive
@ EDth € ® Factor levels together @gFem—and—leaf ¥ Des cripti'ures
© Dependents together [C] Histogram -

© None Confidence Interval for Mean: (g5

[ Normality plots with tests . ¥ M-estimators

W Qutliers

¥ Percentiles

Spread vs Level with Levene Test

[Gnntinue][ Cancel ][ Help ]

[Continue][ Cancel ][ Help ]

Observed Value

Tests of Normality
Kolmogorov-Smirnov® Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Lengtvheightfor-age z- 050 1025 .000 058 1025 .000
score
BMI-for-age z-score 036 1025 003 996 1025 018
Weight-for-length/height
zscore 033 1025 001 996 1025 015
a. Lilliefors Significance Correction
Normal Q-Q Plot of Lengthiheight-for-age z-score
57 5.0
1,081
8934 734
snsée??
?99m061‘092
2 10478 gy
257 8080 'ga7
o
— os3E030
g N ® o®O dé’ T B2lg7a
g 0.0
-l
]
£ o
w -2.57
-2~
-5.0
-4 _‘_
r T 1 1 ; Lengthiheight-for-age z-score
8 6 4 1] 2 4




Frequency

Test of normalit

100

80

60—

40

20

-6.00

-4.00

1
-2.00 oo

Weight-for-age z-score

I
2.00

T
4.00

Mean = -2.42
Std. Dev. = 1.206
MN=1,099

Normal Q-Q Plot of Weight-for-age z-score

2+

Expected Normal
7

o

L

o
Q
_4-
75 -SID -2|5 DID 2|5
Observed Value
Tests of Normality
Kolmogorav-Smirnoy? Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
Weight-for-age z-score 016 1099 200 0496 1099 .003

* Thisis a lower bound of the true significance.

a. Lilliefors Significance Correction

2,00

-2.00

-6.00

838
—_—

T
Weight-for-age z-score




One-Sample T Test

* Evaluates whether the mean on a test variable is significantly different
from a constant (test value).

 Test value typically represents a neutral point. (e.g. midpoint on the
test variable, the average value of the test variable based on past
research)



One sample T-test

* A one-sample t-test is used to test
differences between a sample mean
and a hypothesized (null) value.

e Assume the mean of MUAC in the
population is 12

* This table presents results of
the one-sample t-test with the
t value=47.5, df(n-1) =1098 .

* Thisis significant at both
p=0.05 and p=0.01.

* We reject our null hypothesis
of no difference

& cid

&> region
datedataco
birthdate
& agcalcfp
& timeFU

&5 timeFUmo

N PR Y 4

-~

Test Variable(s):

Options...

& muach

Test Value:

[ OK ][ Easte][ﬂeset][[lancel][ Help ]

One-Sample Statistics

Std. Error
M Mean—\Std. Deviation Mean
MUAG measurement in ( )
cms 1089 11.683 2838 0086
One-Sample Test
TestValue=12
95% Confidence Interval of the
Mean Differance
t df Sig. (2-tailed) Difference Lower Upper
MUAC measurament in
cms -47.4496 1058 000 - 4066 -.423 -390




Independent-Sample T test

e Evaluates the difference between  Number of variables
the means of two independent - One independent (x)
(unrelated) groups. . One dependent (y)
* Also called "Between groups T test”  « Scale of variable(s)
* Hypothesis * Independent: categorical with two
e Ho: L= values (binary)
O: Hy= My

* Dependent: continuous

e H1: n,#
M7t (ratio/interval)



Independent Samples T-Test

Assumption
e Continuous dependent variable

* Two unrelated categories in the independent variable
* No outliers (normally distributed)



Independent Samples T-Test

Analyze - Compare Means - Independent-Samples T Test

- Group Statistics
| @ Independent-Samples T Test X | —
Sex ofthe child M Mean Std. Deviation Mean
| . ! MUAC measurementin Male
Test Varlable[s}: ) tme 445 11.588 2813 0133
= Options... Female 654 | 11.500 2856 0112

] . . !

& cid ; & muacb
| &) region — | Independent Samples Test

°“ﬁ datedataco * f Levene's Test for Equality of

A Yariances t-test for Equality of Means

ol birthdate I 95% Confidence Interval of the

& agcalcfp Mean Std. Error Difference

& timeFU I F Sig. t df Sigm Difference Difference Lower Upper
| . ! MUAC measurement in Equal\ra[rjlances 670 413 458 1087 647 .0oeo 0174 -.0262 0422

&) timeFUmo G . Variable: cms assume

& _roupmg anave. Equal variances not 459 963.026 0oso 0174 0261 0421

4 datedataf ‘gemer“ 2) ‘ I assumed : : : : : - :
| | ¢ testmuac I

& testedema ~] Define Groups...

Interpretation

(oK J paste ) [ Reset  cancel b _
= = - e Equal variance assumed.

0 o/ | @ Define Groups X 2 . .
0 B | | - * The t value is 0.458 with df =1097(n1+n2-2).
| @ Use specified values .. . . pe .
0 0 - 2 ° = =
; i — = This is not significant (p .0.647). G'lven alpha level = 0.05
] = Group 2 1 * Accept the null hypothesis of no difference between the means
0 o | © Cut point: 2
0 o | _ 2
. o |continve][ cancel || tHep | B




Paired-Sample T test

* Evaluates whether the mean of the « Number of variables
difference between the paired - Two (reflecting repeated
variables is significantly different measurement points)

than zero. * Scale of variable(s)

* Applicable to * Continuous (ratio/interval)
* Repeated measures and

* Matched subjects.

* Aka “Within subject T test”
“Repeated measures T test”.

* Hypothesis
* Ho: py=0
* Hl: py#0



Paired sample T-test

Analyze - Compare Means - Paired-Samples T Test

Assumption ==
. . o . Paired y?riat?les: : | =
* Continuous variable | S ] [P e ==
* Two measurement points & v e I
. . . é?;deficatif . -
 Normal distribution e | P
. . . 00;1 il L I XCgU e cases analysis analysis
* No outliers in the comparison & muac ot RS o
i OK R
between the two measurement oo (Contnwe] ( Gancel |[_Hep

8 1 0 0 0 0 0 0

points



Paired sample T-test

Interpretation

* The 95% confidence interval for the
mean difference in presented (does
not include zero)

e The t value for this test is -27.55 with
15 df(np-1)=1098.

Paired Samples Statistics
Std. Error
Mean ] Std. Deviation MMean
air1  MUAC measuremen tin 11593 1099 2838 0086
tms
MUAC measuremen tin 12185 1099 7676 0232
tms
Paired Samples Correlations
M Correlation Sig.
air1  MUAC measuremen tin
tms & MUAC 1089 373 .0oa
measuremen tincms
Paired Samples Test
Paired Differences
95% Confidence Interval of the
Std. Error Differen
Mean Std. Deviation Mean Lower Lpper t df Sig. (2-tailed)
1 MUAC measuremen tin
tms - MUAC -.5919 T121 0214 -6340 -.5498 -27.557 1088 .0o0
measuremen tincms

* P is.000 (or reported as <.001)

"

)  We can conclude that MUAC at
baseline < at the end line



One-Way Analysis of Variance
(one-way ANOVA)

* Itis very similar to the independent Assumptions
samples t-test but with more than
two categories in the independent
variable  Two or more unrelated categories in

the independent variable

e Continuous dependent variable

* Number of variables
e One independent(x) * No outliers
* One dependent (y)

 Scale of variable(s)

* Independent: categorical
(nominal/ordinal)

* Dependent: continuous (ratio/interval)



One-Way Analysis of Variance
one-way ANOVA

Dependent List:

W vV T T oo

&5 WAZFUcat1
&5 HAZFUcat
& WHZFUcat
&> WHZFUcat1
& testMUACcat

M

& HAZF

&5 MUACcat
&5 MUACfcat Factor:

&5 excluded ﬂ |¢5 ageanova

[ OK ][Easte][ﬂeset][(]ancel][ Help ]

Contrasts... Equal Variances Assumed
[ LSD [[] S-N-K [C] Waller-Duncan
[C] Bonferroni ¥ Tukey
[ Sidak [ Tukey's-b [l Dunnett
[C] Scheffe [”! Duncan
[ R-E-G-WF [ Hochberg's GT2 [ Test
O R-E-GWQ [ Gabriel 8

Statistics

[C] Descriptive

[C] Fixed and random effects

[l Homogeneity of variance test
[C] Brown-Forsythe

[C] Welch

[C] Means plot
Missing Values

® Exclude cases analysis by analysis

© Exclude cases listwise

[Continue][ Cancel ][ Help ]

Equal Variances Not Assumed

[[] Tamhane's T2 [ Dunnett's T3 [[] Games-Howell [T Dunnett's C

Significance level: ‘[}_[}5 ‘

[Continue][ Cancel ][ Help ]




One-Way Analysis of Variance
(one-way ANOVA)

Analyze > Compare Means > One-Way ANOVA ...

Test of Homogeneity of Variances

Length/height-for-age z-score

Levene . .
Statiatie ” i sia. Varlat\ce of the three group is
1.868 2 1031 155 not different ( p>0.05)

Homogeneous Subsets

Length/height-for-age z-score

Tukey H5D*®

Subsetfor alpha=0.05

ageanova N 1 2
=24 months 2563 -3.0075

12-23 months 3493 -2.85497

=12 months 383 -2.3472
Sig. 454 1.000

ANOVA
Length/height-for-age z-score
Sum of , There was statistically
Squares df Mean Square F Sig.
Between Groups 81718 2 40859 | 16.260 000 significant group differences
Within Groups 2590.765 1031 2513 .
Total 2672.483 1033 in level of LFA among the

age groups, p <0.001.

Post Hoc Tests

Mutltiple Comparisons

DependentVariable: Length/height-for-age z-score

Tukey HSD * The level of LFA for <12 months was higher than
M
Difference (+ 95% Confidence Interval 12-23 and >24 months ( p<0.001)

ily ageanova i)y ageanova J) Std. Error Sig. Lower Bound | Upper Bound
<12months  12-23 months 512527 | 11347 000 2462 REEE * The level of LFA for 12-23 months was lower

>24 months 66036 | 12843 000 3589 9618 than <12 months ( p<0_001)
12-23months =12 months -51252 11347 .00o -.7788 -.2462

I qarea | tomas | are e o * The level of LFA for >24 months was lower than
=24 months <12 months - 66036 | 12843 000 - 9618 - 3560 <12 months ( p<0_001)

12-23 months 14784 | 12746 478 - 4470 1513

* The mean difference is significant atthe 0.05 level.

Means for groups in homogeneous subsets are

displayed.

a. Uses Harmonic Mean Sample Size =

330539

b. The group sizes are unequal. The harmonic
mean ofthe group sizes is used. Type | error
levels are not guaranteed.




One-way ANOVA -post hoc comparisons

Post hoc comparisons
 Comparisons of group means are made after data have been collected.

* They do not assume any prior hypotheses.

* The more number of group means comparison, the higher the overall type-
| error

e Control for multiple pairwise comparisons is needed like using Tukey’s test

* Requires a larger difference to declare significance compared to if no
adjustment was used



Repeated measures ANOVA

* A repeated measures ANOVA is also

Analyze  Graphs  Utilities Extensions Window  Help

referred to as a within-subjects ANOVA or | e ' 2 29[
A Descriptive Statistics ) mEe— S
ANQOVA for correlated samples Bayesian Statsics » [ vaes T sy [co
Taples p [lone lone
* Used to compare three or more group Compareezrs ' '. e Z
« . seneral Linear moade ’ 144 Univariate...
means where the participants are the GeneraizedLinearbodels | (] wutvarite.
H R ' Repeated Measures...
same in each group. Comeiae | epeedeasies
. . . . R ' one_ onpemw-| —
* This usually occurs in two situations: “ ) .
= When participants are measured multiple Use = “RM anova.sav”

times

= When participants are subjected to more than
ohe condition/trial



Repeated measures ANOVA

2 Repeated Measures Define Factor...

Within-Subject Factor Name:

X

‘factor1

MNumber of Levels: I:l

Add

Change

Remove

[

Measure Name:

(—

ta Repeated Measures Define Factor... X

Within-Subject Factor Name:

|time

&3 Repeated Measures

Within-Subjects Variables

Mumber of Levels:

Add time(3)

Change

Measure Name:

|Height

Add Height

Change

& testmuac
& muach
& Weightb
&> DDSraw
& DDsum
&> DDSsumb
& muacf

& Weightf
& DD Srawf
&> DDsumf
& DDSsumf
& WAZb

& HAZb

& BMIZb

& WHZb

& ACZb

& vagedays

& WAZf

(time):
Heightb1(1,Height)
Heightf2(2 Height)
Height3(3,Height)

R

& supplement

Covariates:

-»

=

=

| oK || Paste || Reset || Cancel| Help |

Between-Subjects Factor(s):

e

&8 Repeated Measures: Options X
rEstimated Marginal Means
Factor(s) and Factor Interactions: Display Means for:
(OVERALL) (OVERALL) Y
supplement
supplement >
supplement’time supplement*time 32
[l Compare main effects
Confidence interval adjustment:
Bonferroni -
rDisplay

[#! Descriptive statistics

[C] Transformation matrix

[¥ Estimates of effect size
[ Observed power

[C] Parameter estimates
[C] SSCP matrices

[7] Residual SSCP matrix

[¥ Homogeneity tests

[7] Residual plot
[T Lack of fit

[7] Spread vs. level plot

[C] General estimable function

Significance level: Confidence intervals are 95.0%

(Continue] _Cancel ||_riep |




Repeated measures ANOVA

€ Repeated Measures: Post Hoc Multiple Comparisons for Observed... 8 Repeated Measures: Profile Plots Descriptive Statistics
Intervention supplernent | Mean | Std. Deviation N
Factor(s): Post Hoc Tests for: Factors: Horizontal Axis: Child's height, cm :Joortnfr?:;ﬂed ;;gjg :g::z 2:2
supplement supplement supplement > | Total 72448 81558 1091
time frrrlis Child's height, cm ot orifed 74133 79539 544
- |— | Fortified 75.303 B.5404 547
Total 74720 B.2701 1081
Segarate Plots: Child's height, cm Notfortlﬂ&d 74188 789714 544
Equal Variances Assumed “» | | ;D?'FEd 75.651 85353 347
ota 74.922 B.2979 1081
[F1LSD [ S-N-K [7] Waller-Duncan
- e Plots:
[T Bonferroni ¥ Tukey -
S = . = time
[T Sidak [] Tukey's-b [] Dunnett s .
— s - = time*supplement Box's Test of Equality
["] Scheffe [] Duncan - of Covariance Matrices®
lil RE-GW-F Iil Hochlbergs GT2 T-est | | [Continue][ Cancel ][ Help ] — — ’
[ R-E-G-W-Q [C] @ ® ® .
] R-E-G-W-Q ['] Gabriel G - - F 1.914 Box’s test is not
df B . .
Equal Variances Not Assumed df2 B5591634.503 S|gn|flcant, then you have
[C] Tamhane's T2 ["] Dunnett's T3 [] Games-Howell [C] Dunnett's C Sig. 074 eV|dence Of no V|O|at|0h
Tests the null
[Conthue][ Cancel ][ Help ] hypothesis that the

ohserved covariance
matrices ofthe
dependentvariables
are equal across
groups.

a. Design:
Intercept +
supplement
Within Subjects
Design: time



Repeated measures ANOVA ( cont...

Multivariate Tests®
_ _ Partial Eta Noncent Obsznved Here, we have the multivariate test
Effact Walue F Hypothesis df | Errordf Sig. Squared Parameter Fower
time Pillai's Trace 2gg [ 231 571P 5 non | 1nas 000 000 208 463262 1.000 results for time (the Within-subjects
I Wilks' Lambda 701 231.631° 2.000 | 1088.000 000 I 2549 463.262 1.000 .
Hotelling's Trace 426 | 231.8:1° 2.000 | 1088.000 000 299 463262 1.000 factor) and the time X supplement
Roy's Largest Root 426 | 2316310 2.000 | 1088.000 .0oo 299 463.262 1.000 interaction_
time * supplement _ Pillai's Trace 097 55 577" 2000 | 1088.000 000 0ar 117154 1.000
Wilks' Lambda 4803 5.577" 2.000 | 1088.000 .0oo 0ar 117154 1.000
Hotemngs Trace 108 | so.arin 2.000 | 1088.000 000 087 117154 1.000 ° The main effect Of time is statistically
Roy's Largest Root 08 5.577" 2.000 | 1088.000 .0oo 0ar 117154 1.000 . . . ,
a. Design: Intercept + supplement Slgnlflca nt, WllkS |ambda=.701,
Within Subjects Design: time _
b, Exact statisic F(2,1088)=231.63, p<.001.
* This effect is qualified by a significant
o time X supplement interaction, Wilks’
Mauchly’s Test of Spherici
S lambda = .903, F(2,1088)=58.577,
E|:Jsi|0nb p<001
Approx. Chi- Greenhouse-
Within Subjects Effect | Mauchly's W Square df Sig. Geisser Huynh-Feldt | Lower-bound
time 025 4016.358 2 .0on A06 A07 500

Tests the null hypothesis thatthe error covariance matrix of the othonormalized transformed dependentvariahles is proportional
to an identity matrix.

a. Design: Intercept + supplement
Within Subjects Design: time

b. May he used to adjustthe degrees of freedom for the averaged tests of significance. Corrected tests are displayed in the
Tests of Within-Subjects Effects tahle.



Repeated measures ANOVA

Tests of Within-Subjects Effects

Measure: Height The main effect of time on height is statistically
Type Il Sum Partial Eta Moncent. Observed
Source of Squares df | MeanSquare | F Sig. Squared Parameter Power? significant, sphericity assumed F(2,2178)=254.400,
time Sphericity Assumed 4115.646 2 2057.823 254,400 ] 184 508801 1.000
Greenhouse-Geisser 4115.646 1.013 4064.336 | 254.400 . 189 257612 1.000 p<001
Huynh-Feldt 4115.646 1.014 4060463 | 254.400 000 189 257 858 1.000
Lower-bound 4115.646 1.000 4115646 | 254.400 000 189 254,400 1.000 . . . . .
fime * supplement _ Sphericity Assumed 61407 2 w70s | 3796 | L0 ] 003 7592 53| This effect was qualified by a significant time X
Ereenhnuse-Gmsser 61.407 1.013 60.642 3796 051 003 3844 488 Supplement interaction Effect, sphericity assumed
uynh-Feldt 61.407 1.014 60.584 3796 051 003 3.847 488
Lowsr-bound §1.407 | 1.000 61.407 | 3796 052 003 3796 a5 | F(2,2178)=3.796, p=023.
Errar(time) Sphericity Assumed 17617.665 2178 8.0849
Greenhouse-Geisser 17617.665 | 1102.748 15976
Huynh-Feldt 17617.665 | 1103.800 15961 Estimated Marginal Means of Height
Lower-bound 17617.665 | 1089.000 16178
a. Computed using alpha= .05 s
74.57
g 74.0
Tests of Within-Subjects Contrasts ]
Measure: Height E?as—
Type Il Sum Partial Eta Moncent. Ohserved E
Source Hrs of Squares df Mean Square F Sig. Squared Parameter Power? E 7304
time Linear 3336.236 1 3336.236 275.640 000 202 275640 1.000 E
Quadratic 779.410 1 779410 | 1581.302 .0oa 144 191.302 1.000 125
time * supplement  Linear 61.083 1 61.083 5.047 025 005 5.047 612
Quadratic 324 1 324 080 T78 .000 080 059 20
Erroritime) Linear 13180817 10849 12104 T T
Quadratic 4436.847 1089 4.074 1 ti;e

a. Computed using alpha= .05

e Although the test of the linear component of the trend is significant (p<.001), the higher-order
quadratic component was also significant (p<.001).
e Suggests the mean level of height exhibited a quadratic trend over the three measurement occasions.




Repeated measures ANOVA

Measure: Height

Tests of Within-Subjects Contrasts

Type Il Sum Partial Eta Moncent. Observed
Source time of Squares df Mean Sguare F Sig. Squared Parameter Power®
time Linear 3336.236 1 3336.236 275640 000 202 275.640 1.000
SRR T o el - nae ey 151.302 1.000
time * supplementyy Linear 61.083 1 61.083 5.047 025 005 5.047 612
Quadratic 324 1 324 080 g7a 000 080 089
Error{time) Linear 13180817 1089 12,104
Quadratic 4436.847 1089 4074

a. Computed using alpha = .05

trend and supplement group is significant ( p=0.005)

guadratic component was also significant (p<0.001)

The interaction between treatment group and the higher-order

The test of the interaction between the linear component of the

Estimated Marginal Means

770

750

740

730

Estimated Marginal Means of Height

2 3
time

Error bars: 95% CI

Intervention
supplement

= Not fortified
= Fortified




Repeated measures ANOVA

* The Levene’s test results involve tests of differences in

Levene's Test of Equality of Error Variances®

F df a2 | [ sia. . . . .
S T a0 R ERETTTRT R variances at each time point, an assumption of the
Child's height, cm 1176 1 1089 278 H 1
Child's height em | 1228 I I \ os univariate ANOVA
Tests the null hypothests Mal he error variance of e depeEnl_/  All are not significant and assumption fulfilled (p>0.05)

a. Design: Intercept + supplement
Within Subjects Design: time

Tests of Between-Subjects Effects

Measure: Height
Transformed Variable: Average

Type lll Sum Partial Eta Moncent. Observed
Source of Sguares df Mean Square F Sig. Squared Farameter Power®
Intercept 1793645490 1 17936454.90 | 96050.255 .000 Ree] 96050.255 1.000
supplement 1066.854 1 1066.854 5713 I 017 ] 005 5713 666
Error 203360.203 1089 186.740

a. Computed using alpha= .05

 The main effect of supplement on the average height across time is
statistically significant, F(1, 1089)=5.713, p=0.017.



Repeated measures ANOVA

Estimated Marginal Means

1. Grand Mean

Measure: Height
95% Confidence Interval
Mean Std. Error | Lower Bound | Upper Bound
74.028 239 73659 74.487

2. Intervention supplement

Estimates
Measure: Height
95% Confidence Interval
|ntervention supplement Mean Std. Error | Lower Bound | Upper Bound
Mot fartified T3.457 338 72794 74121
Fortified 74589 337 73937 75.261
Pairwise Comparisons
Measure: Height
95% Confidence Interval for
~ Mean Difference

{1y Intervention {J) Intervention Difference (- N L _ _
supplement supplement Jj Std. Error Sig. Lower Bound Upper Bound
Mot fartified Fortified 1,142 478 017 -2.079 -.204
Fortified Mot fortified 1.142° 478 017 204 2.079
Based on estimated marginal means

* The mean difference is significant at the .05 level.

b, Adjustment for multiple comparisons: Banferroni.

Univariate Tests
Measure: Height
Sum of Partial Eta MNoncent. Observed
Squares df Mean Square F Sig. Squared Parameter Power?

Contrast 355618 1 355618 5713 017 005 5713 GGE
Errar G7786.734 1089 62.247

The F tests the effect of Intervention supplement. This testis based on the linearly independent pairwise comparisons among the

estimated marginal means.

a. Computed using alpha = .05

Bonferroni-adjusted paired t-tests. Here we see all
pairwise differences on height are statistically significant
(p<0.05)).



Repeated measures ANOVA

3. time
Estimates
Measure: Height
95% Confidence Interval
time Mean Std. Error | Lower Bound | Upper Bound
1 T2.447 247 71.962 72831
2 74718 .250 T74.228 76.209
3 74.920 .250 74.428 75.411
Pairwise Comparisons
Measure: Height
95% Confidence Interval for
lean Difference”
Difference (-
i time () time J) Std. Error Sig b Lower Bound Upper Bound
1 2 22277 148 .0og -2.628 -1.915
3 22473 148 .0oo -2.830 -2.116
2 1 2277 148 .0oo 1.815 2628
3 2017 014 000 -.234 -.169
3 1 2473 148 .0oo 2116 2.830
2 201" 014 .000 169 234
Based on estimated marginal means
* The mean difference is significant at the .05 level.
b. Adjustment for multiple comparisons: Bonferroni
Multivariate Tests
Partial Eta Moncent Observed
Value F Hypothesis df | Error df Sig. Squared Parameter Power®
Fillai's frace EQQ 2316317 &000 1088.000 000 EQQ 463262 1.000
‘Wilks'lambda 701 | 2316317 2.000 | 1088.000 ooo 299 463.262 1 l][](I
] ] AT JLOJoL R R uou .299 0310 T.00U
Roy's largest root 426 | 2316317 2.000 | 1088.000 000 299 463.262 1.000

Each F tests the multivariate effect oftime. These tests are hased on the linearly independent pairwise comparisons among the
estimated marginal means.

a. Exact statistic

b. Computed using alpha= 05

Measure: Height

4. Intervention supplement * time

95% Confidence Interval
Intervention supplement time Mean Std. Error | Lower Bound | Upper Bound
Mot fortified 1 72.050 .348 71.364 72736
2 74133 354 73439 74828
3 74188 .355 73493 74.884
Fortified 1 72843 348 72158 735627
2 75303 353 74611 75.996
K] 75651 364 74.957 76.345

These are Bonferroni-adjusted pairwise comparisons

These are pairwise comparisons on the average height (averaged over time)
for each group.

All pairwise differences were significant (as all p<0.001).

Group means on height at each measurement
occasion.



Questions?



Non-parametric tests



Non-parametric tests

Overview

* Used when assumptions of outliers, linearity, normality, and
homoscedasticity are violated in common statistical analysis

* Non-parametric tests make less assumption, not no assumption at all
* The compromise is that non-parametric tests are lower in power



Types of Non-parametric Tests

The non-parametric version of t-tests and ANOVAs

Parametric Test

Independent t-test

Paired t-test

One-way ANOVA

Repeated measures ANOVA

i

Non-parametric Test
Mann-Whitney U Test

Wilcoxon Signed Ranked Test

Kruskal-Wallis One-way ANOVA

Friedman’s ANOVA



Two-Independent-Samples Tests

e Useful for determining whether
or not the values of a particular
variable differ between two
groups.

* This is especially true when the
assumptions of the t-test are not
met.

* Mann-Whitney U test: To test
for differences between two
groups.

* The two-sample Kolmogorov-
Smirnov test: To test the null
hypothesis that two samples
have the same distribution

* Wlad-Walfowitz Run: Used to
examine whether two random
samples come from populations
having same distribution



Mann-Whitney U Test

Analyze > Non-parametric test > legacy dialogs>2-
Independent- Sample Tests ...

8@ Two-Independent-Samples Tests

X
. Test Variable List:

& birthdates = & HAZF
|; Jptions
& Ageb
&> vitaadmins
&> deworming
& breastfeed Grouping Variable:
&> breastfee1 Py |gender(1 2) |
&> complement
&5 dd1 = [Deﬁ‘e Gmtll}ﬁ]
Test Type
¥ Mann-Whitney U ¥ Kolmogorov-Smirnov Z

Moses extreme reactions [« Wald-Wolfowitz runs

[_OK_J| Paste || Reset || Cancel||_telp |

Mann-Whitney Test

Ranks
Sex ofthe child I Mean Rank | Sum of Ranks
Length/height-for-age z- Male 412 467.52 19261850
score Female 28 556.03 349741 .50
Total 1041

Test Statistics®
Lengthfheight
-for-age z-
score
Mann-Whitney LI 107541.500
Wilcoxon W 192619.500
Z -4 645
Asymp. Sig. (2-tailed) .000

a. Grouping Variahle: Sex of the

child

Interpretation

 Normally we have two p-values ( Asympt, Exact)
* Asymptotic is appropriate for large sample
 Exactisindependent of sample size.
* p <0.001 = there a significant difference in LAZ between

males and females
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Multiple Independent Samples Tests

* Useful for determining whether or not * Kruskal-Wallis H:

the values of a particular variable  This test is a one-way analysis of variance
differ between two or more groups. by ranks.

. Applied when the assumptions of * It tests the null hypothesis that multiple

independent samples come from the

* Median test:

* This method tests the null hypothesis
that two or more independent samples
have the same median.

* It assumes nothing about the distribution
of the test variable, making it a good
choice when you suspect that the
distribution varies by group

* Jonckheere-terpstra test: Exact test



Kruskal-Wallis Test KruskalWais Test
Ranks
Analyze > Non-parametric test > legacy dialogs>K ageofthechid N MeanRank
Independent- Samples | Lengtiheightfor-agez <12 months 383 579.19
12-23 months 398 48769
>24 months 253 471.00
@ Tests for Several Independent Samples X Total 1034
Test Variable List: ab
f dd ﬁ & HAZS Test Statistics™
@b region Length/height
datedataco Q 'f°sr'caogg z
birthdate
j agcalcfp Kruskal-Wallis H 26.445
& timeFu , - df 2
a)timeFUmo @ Grouping Variable: T 000
datedataf |ageanova(1 3) | a. Kruskal Wallis Test
& testmuac - [Qeﬁna Ranga...] b. Grouping Variable: age of
= the child
Test Type 3
Several Independent Sample... X
[ Kruskal-wallis H [7] Median e Do it ol
["] Jonckheere-Terpstra Range for Grouping Variable
Minimum: |1 Interpretathn: S
] oK J| paste | The p-value is <0.001 which is significant. Therefore we
e | conclude that there is a significant difference between the
| Continue | | Cancel || Help | groups (meaning- at least two groups are different)
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Tests for Two Related Samples

Description

* Allow you to test for differences between paired scores when you
cannot (or would rather not) make the assumptions required by the
paired-samples t test (within subjects t-test).

* Procedures are available for testing nominal, ordinal, or scale

variables.



Tests for Two Related Samples /paired

Types

* Wilcoxon signed-ranks
* A nonparametric alternative to the paired-sample t-test.

* The only assumptions made by the Wilcoxon test are that the test variable is
continuous and that the distribution of the difference scores is reasonably
symmetric.

* McNemar

* Tests the null hypothesis that binary responses are unchanged.

* As with the Wilcoxon test, the data may be from a single sample measured twice or
from two matched samples.

 The MicNemar test is particularly appropriate with nominal or ordinal test variables
for binary data.



Wilcoxon Signed Ranks Test

t@ Two-Re ated-Samples Tests

Test Pairs:

&5 incomesof
&5 hhincomef
& muacf

& Heightf

&5 htorltf

& Weightf
&5 edemaf
&5 DDSrawf
&5 DDsumf
&5 DDSsumf
dateDC
42 dateBrth

-] Pair |Variablel |Variable2 |
1 ¢ MUAC .. ¢ MUAC .

2

Test Type
[ Wilcoxon

| Sign

E [C] McNemar
- [C] Marginal Homogeneity

| OK ]| Paste || Reset || Cancel|| Help |

Wilcoxon Signed Ranks Test

Ranks
M Mean Rank | Sum of Ranks
MUAC measurementin Megative Ranks 1267 361.61 45563.00
ems - MUAC Positive Ranks g3t 547.30 505162.00
measurementin cms
Ties 50"
Total 1098
a. MUAC measurement in cms = MUAC measurementin cms
b. MUAC measurement in cms = MUAC measurementin cms
c. MUAC measurement in ems = MUAC measurement in cms
Test Statistics®
MUAC :
measurement Interpretation
inems - . . . o[
MUG * P<0.001 which is significant.
measuremen
- nome__ * This indicates that baseline

Asymp. Sig. (2-tailed) .0oo

a. Wilcoxon Signed Ranks Test

and follow up MUAC are

b. Based on negative ranks. d|ffe re nt




McNemar test

McNemar Test

B Two-Re ated-Samples Tests oy
Test Pairs: Exact Crosstabs

& Child id [cid] = Pair Variable1 \ariable2 =
& Regional Stat... ] 1 &5 MUAC a.__ &> MUAC a._. + MUAC at baseline & MUAC at follow up
&2 Date of Data ... 2 ¥ MUAC at follow up
&2 Birth date of t._. MUAC at baseline | 12cm ==12cm

12
& agcalcfp - em 398 701

==12cm 1] 1]
& timeFU Test T
&> Follow up peri... est Type
4% Date of Data ... L] Wilcoxon - Test Statistics™
& test MUAC m... [ Sign . MUAC at Interpretation
& test Edemat.. ¥ McNemar | MUAC at * P<0.001 which is
43 Date of test S_.. , : .
etstinnatin o ¥ e | I 1089 significant.

_ Chi-Square” £99.001 . ;
[ -~ ][ Paste ][ R ][ el][ Help ] | AsymD. Sig. 000 Baseline and follow up

a. Mchemar Test dichotomized MUAC
h. Continuity Corrected Values are diﬂ.‘erent



Tests for multiple related samples

* Friedman test is a
nonparametric alternative to the
repeated measures ANOVA.

* It tests the null hypothesis that
multiple ordinal responses come
from the same population.

* The only assumptions made by
the Friedman test are that the
test variables are at least ordinal
and that their distributions are
reasonably similar.

e Useful alternatives to a repeated
measures analysis of variance.

* They are especially appropriate
for small samples and can be
used with nominal or ordinal
test variables.



Friedman test

E8 Tests for Several Related Samples * Descriptive Statistics
M Mean Std. Deviation | Minimum | Maximum
e | Child's height, cm 1001 | 72448 81558 53.0 103.1
— = - - _ Child's height, cm 1001 | 74720 8.2701 552 120.3
& WAZS = & Heightb1 — Child's height, cm 1001 | 74922 8.2979 552 120.6
& HAZf & Heightf2 |
& BMIZE & Height3 - Friedman Test
& WHZf 1 .
ﬁﬁ;CZf | Ranks _ —-—
ean kan
&5 HAZFUcat1 Child's height, cm 1.2
% agecatb : Child's height, cm 2.09
— Child's height, em 2.62
Test Type _
{@ Friedman [ Kendall's W [] Cochran's Q _ Test Statistics™
N 1091
| Chi-Square | 1124.764
| OK I Paste || Reset || Cancel | Help | o 2
. Asymp. Sig. .0oo

a. Friedman Test

Interpretation

 Pvalue <0.001. Hence there is significant difference
among the three groups (meaning- at least two groups are
different)



Questions?



